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87. Let v be a nonzero vector in R®, Then a line L through the origin in the direction of the vector v
is given by all scalar multiples of the vector v. That is, L = {tv|t € R}, Now, let 7" : R® — R? be an
isomorphism. Since T is linear, then T'(tv) = tT'(v). Also, by Theorem 8, T'(v) is nonzero, Hence, the set
L/ = {tT(v)] t € R} is also a line in R* through the origin. A plane P is given by the span of two linearly
independent vectors u and v. That is, P = {su + tv| s,t € R}, Then T'(su-+tv) = sT'(u)++T(v), and since T
is an isomorphism T'(u) and T'(v) are linearly independeént and hence, P! = T'(P) = {sT(u) +tT(v)| s,t € R}
is a plane.

Exercise Set 4.4

If Ais an m X n matrix, a mapping 7' : R* — R™ defined by the matrix product 7'(v) = Av is a linear
transformation. In Section 4.4, it is shown how every linear transformation 7' : V' — W can be described by
a matrix product. The matrix representation is given relative to bases for the vector spaces V and W and is
defined using coordinates relative to these bases. If B = {v1,...,vn} is & basis for V and B’ a basis for W,
two results are essential in solving the exercises: )

¢ The matrix representation of T relative to B and B’ is defined by
(T8 = [ [T(v)le [T(va)ls ... [T(va)ls .
o Coordinates of T'(v) can be found using the formula
[TV = [TI5 [V]a.

To outline the steps required in finding and u=;1ng a matrix Iopresentatlon of a hnoar transformation define

2 -1
T:R3 — R3 by T Yy = | —y | and let.
z z
1 0 0 1 1 2
B = ofl,|1],]0 and B = 11,1 01,[1
0 0 1 : 1 1 0
two bases for R3,
e Apply T to each basis vector in B,
1 -1 0 0 /To 0
T{1]0 =/ 0 |,7[]|1 =| -1, 0 =|0
0 0 0 0 1 1

¢ Iind the coordinates of each of the vectors found in the first step relative to B’. Since

11 2[-1 0 0 10 0| 120 -1 1/2
10 1]0 =1 0|-— |10 1][=1/2 1 1/2 |,
11 0l0o o t| |11 o0]-1/2 0 -1/2
he
-1 1/2 0 ~1 0 1/2
0 = =172 |,]] ~1 =1 1 |,[1To0 =] 1/2
0 1], ~1/2 0 1], 0 1], ~1/2

o The column vectors of the matrix representation relative to B and B’ are the coordinate vectors found
in the previous step.
/2 -1 1/2
ME =1{ 172 1 1/2
' -1/2 0 —1/2
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o The coordinates of any vector T'(v) can be found using the matrix product

[T(v)] B = [T]E [v]5.

1 : .
¢ Ag an example, let v = | —2 } , then after applying the operator T the coordinates relative to B’ is
— :
given by
1 12 -1 12 1l 1
T -2 = | -1/2 1 1/2 {| —2
: —4 B -1/2° 0 -1/2 -4 1]z
Since B is the standard basis the coordinates of a vector are just the components, so
1 12 -1 1/2 1[ 1 1/2
T -2 = | =1/2 1 1/2 —2 | = | —9/2
—4 Bt =172 0 =1/2 —4 3/2
This vector is not T'(v), but the coordinates relative to the basis B’. Then
1 1. 411 o0 | 2 -1
T —2 = % 1] - —g 0 |- g 1 4= 2
‘ —4 1 1 0| —7/2

Other useful formulas that involve combinations of linear transformations and the matrix representation
are: ' '

o [SHTIE = (S +ITIE o RT1E = kITIE o (SoTIE = BIE[ME o (T)5 = (T]5)" o [T~5 = (T)5)""

. Solutions to Exercises

1. a. Let B = {e1, ez} be the standard basis. To find the matrix representation for A relative to B, the column
vectors are the coordinates of T'(er) and T'(ez) relative to B. Recall the'coordinates of a vector relative to

the standard basis are just the components of the vector. Hence, [T]5 = [-[T(e1]s [T(ez]p | = [ m? ~1 ] .

2

. 1
2 5 -1 2 9

AN E Y B

0
1

b. The direct computation is T } = [ _?1 } and using part (a), the result is

2. a, [T = [ ‘é b. The direct computation is T’ [ - } = { E ] and using part (a), the result is

I |

8. a, Let B = {e1,es,e3} be the standard basis, Then [T]B‘ = [[T(e1]B [T'(e2]s [T(e2)n] =
-1 1 2 1 3 |
0 38 1 |.Db. The direct computation is 7'{ —2 | = | =3 |, and using part (a) the result is
0 -1 : 3 -2 A

'

1 -1 1 2 1 3 . &
Tl -2 =0 3 1 |]-2|=|-3], |
N 1 0 —-1| 3 -2




4.4 Matriz Transformation of a Linear Transformation 103

0 2 2 :
0 } b. The direct Comput&‘nou isT } = { —b :l , and using part (a) the
—1 -1

1
0
0
, 1 0 0 2 ] 2
result is T' 0 -5 | =] -5,
—1 1 -1

5. a. The column vectors of the matrix representation relative to B and B’ are the coordinates relative to
B’ of the images of the vectors in B by T That is, [T]E = [ [T <{ _11 ])J : ‘[T ({ (2) D} } . Since B’
B B

2
is the standard basis, the coordinates are the components of the vectors T j and T { | 0 , 80

1
B/,,, ““3 —‘2
[T]B"’ [ 3 6 }

4, a. [T]B =

O = O

b. The direct computation is T’ [ Mé ] [ :g } and using part (a)

T3]0 3003),03 200 13]

: - -3 2 1 1 : ]
6.a [T]F =1 2- 12| b | =1 |=T|-1|=[T)8
2 0 2 2 1

wd

7. a, The matrix representation is given by

(§
e =(F (D), PO B2

We can find the coordinates of both vectors by considering
3 0}-2 2 1
-2 -=2]1-3 2 0

b. The direct computation is 7 [ —é J = { _421 } . Using part (a) we can now find the coordinates of the

image of a vector using the formula [T'(v)]p:] = [T)2 [v] . and then use these coordinates to fine T'(v. That
is,

P30, - 2, 2] [ ) me ]2 431 5[]

-1 1 1 ' 3 1
8. a. [T = -3 1 -1 b. The direct computation gives T [ 1 } = [ 4 J . Using the matrix in
-3 1 -2 B} '3 4 '
-2 -2 1 1
part (a) gives |T°{ 1 =[TE |T| 1 =[T)18 | 1| =] -3, sotha
L 8 B 3 B 1 4

TR REREA




104 Chopter 4 Linear Transformations

| , 111
9. a. Since B’ is the standard basis for Py, then [T18 = | 0 —1 -2 |.b. The direct computation is
0 0 1

T(2? — 82 + 8) = 22 — 3z + 3. To find the coordinates of the image, we have from part (a) that

1 31
[T(:62—3.'IJ—|-3)]B, = [T5'[2* — 3z + 3] = (1% { 1 J == [ -3 } , 50 T'(z® — 32+ 3) = 3 — 3z + 2%,
, 1 101 ’

1 =1 -2 ,_ .
10. a. [T]g' = [ -1 0 1 } b. The direct computation gives T'(1 — ) :,a%(l —z)+ (1 -2) =~z
-3 1 3 .

. -1 0
Using the matrix in part (a) gives [T'(1 — 2)]p = [T)8 [1 — ]p = [T)Z [ -1 } = ! 0 } , SO
. § 1
T(l—z)=0~1+4+2z)+0(~1+z+2%) —2 = —a.

11. First notice that if A = [ i _2 } , then T'(A) = { 0 ~2b } .

2¢ 0

0
a. [T]B: [ 0
0

0 0
-2 0
0 2

}- b, The direct computation is T ([

[0 -2

>'?—_ 6 0 ] . Using part (a)

80

3 0 0 0
T . a b\ _ Ja b+ 2¢ o401 20
12.I1rsl,not1cethat1([C d])m[%—r—c ‘3d}' a, [fJBW, 02 10
‘ 0 0 0 3
. o , 1 3 31 . o .
b. The direct computation gives T 1 9 = 15 6| Using the matrix in part (a) gives
\ 3 .
1.3 13 3 1 1 3 3 1
[l 8], me) S f = per ([ 2]) =[5 0]
B B :
2 6
1 2 1 22 " 5 —2
o0 o=} Y] b me=d] g e mp =4[] 7]
5 2 ’ 2 5 B 22 1|7
a =4 73 |eme=4 2 Vema=y 2 ]
-1 -4 1 -3 ! ) -3 1
Moa [T = 1 3 |b [T =50 2 |c[TE=|3 1 |dT& ==Lt 2 0
1 2 11 2 11
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) 0 0 ) 0 0 ) 0 1 : 01 0
Boa [T =1 0 | b T =1] 0 1|c TN =| 0 0]d [9E = [0 0 2}
, 0 1/2 1/2 0 1/2 0
L T1 0 o 0 0 0] ,
e. [SIB[TE = | 0 1 } JTIB' S8 = | 0 1 0 | £ The function 8o T is the identity map, that is,
. 0 0 1
(8 o T)(ax + b) = ax -+ b so S reverses the action of T.
T 2.0 0 2 2 0 -2 =2
B _1 B _
16 2. [Tlg =3| 5 3 1 o |[PME=|_ ¢ 1 25
| -3 1 -1 0 000 2 2
4 0 0 0O 2 0 0 2 |11 o0 -1 -1
3/ -2 0 -6 2 : 0 2 2 0 o 1r 1 -1
B _ 1 B 1 B
oMlg=x) 4 g 5 7| dWe=1) 4 1 5 (pHe=]91 1 1
-3 0 b5 1 -1 -1 1 1 1 0 1 1
1 0

17. [T)g = [ 0 —1 ] . The transformation T
reflects a vector across the z-axis.

19. [T =cl

21, [T]8 =[1001]

23. a. 27 + S5 = 2[T)5 + [S]5 = [ B }
—4 '
o | 5 |
\ 2 1
25, a [SOT]B = [S]B[J]B == [l 4} b
T -1
10
38 1
27. a, [-3T +2S]p= | 2 —6 —6
' 3 -3 -1
3
b. | —26
9
4 -4 —4
29, a. [SoT|p = 1 =1 =1 1| b
. -1 1 1

kil

18. The transformation rotates a vector by 9 ra-
dians in the counterclockwise direction.

. o 0 b—c}
20, Since T(A) = A — At = c—b 0]’
0 0 0 o0

‘ . |0 1. =10
then [Tp = 0 -1 1 0
0 0 0 0]
22. a, [-35]p = —3[S]p = -3 i (1) J
[ 6
o] 0)] _
3 1
24. a. [To8]p = [T]5[5]s = [ 2 3 }
-3
"

-10
b. 16
: 10

, -2
28. a. [T o S|p = [T15[S]s = { 2 0 2 ]

i




106 ' Chapter 4 Linear Transformations

-0 0 0 6 0 ~12
0000 24| - _ 48 :
81. Since T]g= | 0 0 0 0 0 | and [T(p(z)ls = 0 , then T(p(x)) = p'"(z) = —12 — 48,
0.0 0 0 0 0 ‘
0000 O 0

1 0
32. Since B is the standard bagis, then [T'(1)]p = [1]p = { 0 } T (2)] B = [22]p = [ 2 } ,and [T(2%)|p =
_ 0 . 0

07 . 1 0 0
[3{E2][3= 0 , SO [T]BZ 0 2 0 .
3 : 0 0 3
) (j 8 8 / 0 1 0 0 o 10 0
33. [9]8 = | ,DE =100 2 0], DEBE=]|020]|=[Ts
01 0 .
0 0 1 00 0 3 00 3

. . . 1 ‘
34. The linear operator that reflects a vector through the line perpendicular to [ BE that is reflects across

he ne — o ove T = -y
the line y 2, is given by T { y ] [ o } y SO

me-([3], 131013 1)

-0 — b 0
-b a—d. 0 b
c 0 d—a -—c
0 c b 0

36, If A = [ (Z 2 } , then the matrix representation for T'is [T]g =

36. Since T'(v) = v is the identity map, then

- 01 0
(TR =[[T(vi)s [T(va2)le [T(va)ls] = [ Vil [Vals [valpl= | 1 0 0 |,
0 0 1
a , b , /
If vl = | b |, then [v]pr = | a |. The matrix [T]8 can be obtained from the identity matrix by
¢ ¢
interchanging the first and second columns.
37.
[1 1 0 0 0
01 10 0
| 00 11 0
[T)g = [[T(vi)l [T(va)]s ... [T(va) |5 = [[vi]B [Va+Valp... Vac1+ve]B] = o
’ 00 00 0
000 O 1
0000 0

Exercise Set 4.5 .

IfT :V — V is a linear operator the matrix representation of T' relative to a basis B, denoted T

N - I




