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4 Linear Transformations

Exercise Set 4.1

A linear transformation is a special kind of function (or mapping) defined from one vector space to another.
To verify T': V' — W is a linear transformation from V to W, then we must show that T' satisfies the two
properties o
T(u+v)=T(u)+T(v) and T(cu) = cI'(u)

or equivalently just the one property
T(au+cv) =T()+cT(v).

The addition and scalar multiplication in T'(u+ cv) are the operations defined on V and in T(u) + ¢T'(v) the
operations defined on W. For example, 7" : R? — R? defined by

x X+ 2 ; . :
r ([ ) ]) = { 2 ; ] Is a linear transformation.

To see this compute the combination u + ev of two vectors and then apply T’ Notice that the definition of T
requires the input of only one vector, so to apply T first simplify the expression. Then we need to consider

T({ 1 }+c, 2 D :T< oL+ ey D
Y1 Y2 Y1 -+cys

~Next apply the definition of the mapping resulting in a vector with two components. To find the first
component add the first component of the input vector to twice the second component and for the second
component of the result subtract the components of the input vector. So

@] o] (] @t _ [ (@t eme) + 20y + cya)
Y1 Yo 1 %+ cye (w1 + cxe) — (y1 +cya) |

The next step is to rewrite the output vector in the correct form. This gives

(@1 + emo) +2(y1 +eyz) | _ [ (21 -+ 2u1) + c(wz + 20)
(z1 +cma) = (y1 + cyn) (w1~ 1) +c(z2 — 2)

I -1—211/1 o] ¥t ~p(]® +er (] %),
Zy—i i Lo — Y2 n Yo

and hence T is a linear transformation. On the other hand a mapping defined by

T <[ Zj }) == [ x ‘5 1 } is not a linear transformation

<

since, for example,
T o1 | | @ :' 21 4wy + 1
Y1 Y2 Y1+
X9 s Ty -+ 1  owg A1 z) + 20+ 2
= T T = o =
7 <{?/1D+ <[?/2 D [ Y1 }4{ Yo ] { Y1+ Y2 ]

for all pairs of vectors. Other useful observations made in Section 4.1 are:

e For every linear transformation 7°(0) = 0.
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o If Ais an m x n matrix, then T'(v) = Av is a linear transformatios from R™ to R™.
o T(ervy+cova+ -+ envn) = 1T (vy) + cgT(va) +  + enT(vn) «

The third property can be used to find the image of a vector when the action of a linear transformation is
known only on a specific set of vectors, for example on the vectors of & basis. For example, suppose that
T:R® — R? ig a linear transformation and

1T\ T -1 17\ [1 0 2
T 1 = 2 A 0 = |11, andT 1 = 3 .
1 0 1 1 1 -1
_ 1771 0 .
Then the image of an arbitrary input vector can be found since 11,104, 1 is a basis for R3,
1 1 1
For example, let’s find the image of the vector | —2 | . The first step i to write the input vector in terms
. -0 :
of the basis vectors, so . o -
: 1 1 1 0
2 |=—1i-+2]10]—-1
0 L 1] 1 1
Then use the linearity properties of T' to obtain
1 1 1 (0] 1 1 0
T -2 =T—-11|+2[0]| -1 = 1 + 2T 0 -T
0 | 1 1) 1 1 1
-1 1 2 1
= - 2 +21 1 ] - : = | -3
0 1 -1 3
B Solutions to Exercises
1. Let u= [ z; } and v = :j; } be vectors in R? and ¢ a scalar. Since

. I U + cvy L ueteve || uz LA va ] .
Tlutev)=T <; Ug + Uy J) - { U1 -+ cvy } - { Uy } FC{ v } = T(w) + ' (v),
then T is a linear transformation.

[ m
L V2

T<u+c'v)-_—-rr([“1 *chlbm_[ (ur + evr) + (ug + cvp) }

Ug + cvUy (ug + cvy) — (ug +cvg) +2

u :
2, Let u= [ u; J and v = J be vectors in R? and ¢ a scalar. Then

and _—
(wy + evy) + (ug + cvg) J

T(u) + T (v) = { (w1 + cvy) — (ug + cvg) + 4

[

; } and T'(u) + T(v) = {

2

For example, if u = (J) } ,V o= [ (1) } , and ¢ =1, then T'(u+ v) = [ 4

] . Hence,

T is not a linear transformation.
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3. Let u= [ 1 ] and v = [ ! } be vectors in R?, Since
Uz Vg

T(u+v)=T<{ul+lv1]>=[ o Ut 2} and {“L{'I"”é]zT(u)-l-T(v),

U + vy u? + Quguy + vé ug + i

which do not agree for all vectors, 7" is not a linear transformation.
4. Since

e | w1 vy U1 -+ cut _ 2(ur + cvy) — (ug + cvg)
Tlatev)=T <[ Uy J te { Vg }) at <[ Uy + g }) - <[ U1 + cvg + 3(ug + cvg)

s | 2ur —ug _ v vy | 2(uy + cvp) ~ (ug + cvg)
T(w) +Ilv) = [ U1 + 3ug } ke { v + Sy ] - <[ U1 -+ cvp A+ 3(ug + cug) ’

then 7" is a linear transformation,

5. Since T' <[ v } +c [ v1 }) = { Uy ey ] =T <{ “ }) + T <[ vt ]) ,-for all pairs of vectors and
Uy Ug 0 Uy Vg

scalars ¢, T is a linear transformation.

and

6. Since

T(u+ev) =T ([ = T(u) -+ cT(v),

) (u1-Fev))+(uz-+ovy)
U+ cvy, _ ———-»~§-——————
Uy + CUy g'u1~|~cm)-g(u,g “+evg)

then T is a linear transformation.,
7. Since T'(z +y) = T(z) + T(y), if and only if at least one of @ or y is zero, T is not a linear transformation,

) . " N N N N £ b ¢ .
8. Since T describes a straight line passing 9.  Since T <c{ g D = z? + ¢y?) =
through the origin, then 7' defines a linear trans- Y
formation, ClT < , = ¢(2? +y?) if and only if ¢ = 1 or

' [ ; } = [ 8 } , T is not a linear transformation.

10. Since T is the identity mapping on the first 11, Since T(0) # 0, T is not a linear transforma-
two coordinates, then 7' is a linear transforma-  tion, .
tion.
12, Since cos0 = 1, then T'(0) # 0 and hence, T is not a linear transformation.
i
13. Since '

T(p(z) +q(z)) = 2"(x) +"(x) - 3(0'() + ¢'(a ) + (p(z) +a(z))
= (2p"(2) — 3p'(z) + p(w)) -+ (2¢" (x) = 3¢' (%) + (%)) = T(p(x)) + T(q(z))

and similarly, T'(cp(z)) = ¢T'(p(x)) for all scalars ¢, T is a linear transformation.

14. Since T'(p(z) +q(z)) = p(z) +q(z)+ and T(p(z)) +T(q(x)) = p(z )+q(z)+2a these will not always agree
and hence, T is not a linear transformation. Also 7(0) = z and hence thé zero polynomial is not mapped to
the zero polynomial,

15, If Ais a 2 X 2 matrix, then det(cA) = c® det(A), then for example, if =2 and det(A) # 0, we have that
T(24) = 4T (A) # 2T(A) and hence, T is not a linear transformation. '

16. Since T'(A + ¢B) = A+ cB+ (A+cB)' = A+ cB+ A 4 ¢cBt = T(A) + ¢T(B), then T is a linoar
transformation. _ :

2 -2 - 0 0
17, a; T'(u) = 3 |3 T(v) = _9 b, T(u+v)=T 1 =|q,1]= T(u)+T(v)

¢. The mapping T is a linear transformation. ¢
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18, a. T'(u) =a2? -~ T2+ 9, T(v) =~z + 1 b, T(u+v) = T(2? — dz) = 2% — 8z + 10 = T(u) + T'(v)
¢. The mapping 7" is a linear transformation.

19. a. T(u) = { 8 J;TW);[ B] ] b, T(u+v) = [ j 747“(u)-l-?;?(V)= [ _?1 ]

¢. By part (b), T is not a linear transformation.

- /T 127N .
20, a. T(u):[g:l;T(v)z[—%/zl}b. Tu+v)=T 1 :5[ g/ll]:T(u)—}—T(v)
4 | )
c. The mapping T is not a linear transformation. For example, if the fifst coordinates of two vectors are 1
: 1 2 . o
. X X _ 8
fmd 2, respectively, then 7" x|+ z ) = { 2yt w but v
Y w .
(AN 2 )
; _ 0 3 _ 3 X =1
T({m})+]“({z])m[mh{_y}%»{zﬂl_w]w{ Tyt } Alternatively, ()~[ 0 }#
Yy |/ w .
0 ,
0l

=

)
and T is a linear transformation, we have that

(1D -r(ED-(2D (%)

‘ 11 0
22, Since [ 7 :' == { -+ 5 l: 0 } and T is a linear operator, then

(D)) =03 (D) 2] 2] 2]

23, Since T(—3 + z — 2?) = T(—3(1) + 1(z) + (~=1)x? and T is a linear operator, then
T(-3+z— a'z) = =3(L+2)+ (2 +2?) — (z — 322) = —1 — dz + 422,

T ()

T
~a[0

s [ 4]-[1]
([ 4])-

1
0
1
0|+
0 .

T
7

o =
—
L N
+
!
= O TN
1
o O
oo
O = .
TN
H
~
TN
| B §
O
OO
p S
N—
+

o =
| S—
_‘_

25, Since { [ i J , { 7)1 ] } is a basis for R? and 7" is a linear operator, then it is possible to find T°(v) for

svery vector in R? CI - 1 -1\ [ 22
every vector in R?, In particular, T <[ 7 =T17 1 +4 0 11 |

1 2 3
26. a. T(e;) = {2 } ,T(eg) = [ 1 } ,T(eg) = { 3 } '
1 3 2
37 [18°
—4 +6] 3 | =20
2 3

— D =
(S ]

b. T(361 — 482 -+ 663) = 3T(61) - 4’11(62) -+ GT(eg) =3 {
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27, a. Since the polynomial 22? — 3z + 2 cannot be written as a linear combination of 22, —3z, and —2? + 3z,
from the given information the value of T'(22? — 3z -+ 2) can not be determined, That is, the equation
c12? + ca(—3z) + ca(—x? + Srr) =2z — 2z + 1 is eqmvalont to (c1 = ca)z? + (— 3cz + 303)3: = 2r -3z + 2,

which is not possible, b, T'(32? — 4z) = T (322 + §(~3x)) = 37(2?) + + 57 (—3z) = 2% + 62 —
2 1 1 2 =1 [ 2 3
28, a. Since | -5 | =7 -5 1 |,thenT -5 =7 2 [+56| -2 =] 4
0 0 0 0 3 1 26

: 1 11 ‘ 1 1 1
b. Since the | 0 1 3 | has a row of zeros its value is 0, so the vectors | O |, | 1 |,and | 3 | are
0 0 0 0 ] 0 0
linearly dependent. Therefore, it is not possible to determine T'(v) for every vector in R,

-1 0 ‘ x -1 o
29, a. Ifo[ 0 M_l},theni<{;}>zA{;J:f[__y].b. T(el)z[ 0 szdl(ez):

[ ~(~)l } . Observe that these are the column vectors of A.

1 -2 1 -2
30a. Let A= |3 1 {. b.T(er)= |3 |,T(ea)=| 1
0 2 0 2

z v
31. A vector [ y | in R3 15 mapped to the zero vector if and only if [ ; i_g ] = [ 8 } , that is, if and only
. z ‘

0
if x =y = 0. Consequently, T' ( { 0 } = [ 8 } , for all z € R,
r2+2+z =0 -
32, Since T' y if and only if Pyt ( and -
-2 +by+z =0 .
1 21 1 2 1 o o : ) _ . .
15 1 reduces {o O 7o | then all vectors that are rnapped‘t(.) the zero vector have the form
; 7 ’ .
—5Z |,z € R,
z
33. a, Since
1o-1 2|0 1 -1 20
2 3 =1]0}— |0 5 5|01,
-1 2 0 0 0 110

the zero vector is the only vector in RB such that T' ( { Y } = {
z

1 =1 2|77 - [10o0]1 /T 1 7
2 3 =1|-6|— [0 1 0|~2|, thenT -2 =| -6 |.
-1 2 =2|-9 0 0 1| 2 2 -9

34. a. Since T(az? + bx + ¢) = (2az -+ b) — ¢, then T(p(x)) = 0 if and only if 2 = 0 and b — a = 0. Hence,
T'(p(z)) = 0 if and only if p(z) = b + b = b(x + 1) for any real number b, b, Let p(z) = 32? — 3z, then
T(p(z)) = 6z — 3. As a second choice let g(z) = 32% — bz — 2, 50 ¢(0) = —2 and T(q(x)) = ¢'(z) — q(0) =
6 ~5+2=06x—~3 ¢ The mapping T is a linear oper ator. :

35. Since T'(cv + w) = { j%gz; t%m } =c [ ;:E g ] + [ ;’:1 Exg J: ¢T(v) + T(w), then T is a linear

b. Since

transformation,
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36. Since tr(A + B) = tr(A4) + tr(B) and tr(cA) = ctr(A), then T(A + ¢B) = T'(A) + ¢I'(B) and hence, T
is a linear transformation. ’ :

87, Since T(kA -+ C) = (kA+ C)B — B(kA+ C) = kAB ~ kBA + CB - BC = kT(A) + T(C), then T is a
linear operator. ‘ '

38, Since T'(x +y) = m(z +y) + b and T(z) -+ T(y) = m(x + y) + 2b, then T'(z +y) = T(z) + T(y) if and
only 1f b=0.If b =0, then we also have that T'(cz) = cmx = ¢I'(z). Hence, T is a linear operator if and only
if b=

39, a. qug the properties of the Riemann Integral, we have ‘rha{

T(cf'+g)==/0”(cf(:1:) —I—g(m))dwm/ cf(a )dx+/ g(z)d / J{@)dx +/ glz)de = T (f) -+ T(g) -

so T is a linear operator. b, T(2z? -z +3) = &

40, Since T is a linear operator, T'(u) = w, and 7'(v) = 0, then T(u+v) = T(u) + T(v) = T(w).

41, Since {v,w} is linear independent v # 0 and w # 0. Hence, if either T'(v) = 0 or T(w) = 0, then the
conclusion holds. Now assume that T'(v) and T'(w) are linearly dependent and not zero. So there exist scalars
a and b, not both 0, such that aT'(v)+bT(w) = 0. Since v and w are linearly independent, then av -+ bw 0.
Hence, since T is linear, then aT'(v) + bT(w) = T(av + bw) = 0, and we have shown that T'(u) = 0 has a
nontrivial solution.

42. Since {vy,...,Vvn} Is linearly dependent there are scalars ¢y, cs,. .., ¢y, not all zero, such that

c1vV1 +eove 4+ v = 0. Since T is a linear operator, then

T(C]VL + CoVo 'l' v + c'nVn) = CJ,T(V1> + CQT(VZ) + e “I“ (.énT(Vn) = T(O) - O.

Therefore, {T'(v1),...,T(vn)} is linearly dependent,. .

43, Let T'(v) = 0 for all v in RS,

44, Let v be a vector in V. Since {vy,...,vn} I8 a basis there are scalars ¢i,c,...,c, such that v =
c1Vy + 0 e vy, Since Tt and Ty are linear operators, then

Tiavi+ o +envin) =cTi(ve) + o+ eyTi(va) and To(ervy -+ +epvn) = c1To(ve) + - +enTo(va).

Since T1(vi) = Ta(vy), for each ¢ = 1,2,...,n, then T (v) = TZ(V).

45. We use the definitions (S 4+ T)(v) = S(u) + T'(u) and (¢T')(u) = c¢(T(u)) for addition and.scalar
multiplication of linear transformations. Then L(U, V) with these operations satisfy all ten of the vector
space axioms. For example, L(U,V) is closed under addition since

(S+TYeu+v)=Slcu+v)+T(cu+v)

' = S(u) +S(v) + eT'(w) + T(v)
= eS(u) -+ (u) + S(v) _| T(v)
= (S + T)(u) + (S + T)(v).

Exercise Set 4.2

IfT:V — W is a linear transformation, then the null space is the subspace of all vectors in V that
are mapped to the zero vector in W and the range of 7' is the subspace of W consisting of all images of
vectors from V. Any transformation defined by a matrix product is a linear transformation. For example,
T : R3 — R3 defined by '

P

T Ty 1 3 0 1
T 29 Al | =]2 0 3 Ty
xra &y 2 0 3 T3




