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Exercise Set 3.3

In Section 3.3 of the text, the connection between a spanning set of a vector space and linear independence
is completed. The minimal spanning sets, minimal in the sense of the number of vectors in the set, are those
that are linear independent. A basis for a vector space V is a set B such that B is linearly independent and
span(B) = V. For example,

e B={e,ez,...,en} is a basis for R"

10 01 0 0 0 0 o Tt fon M
.B:{[O O]’{O 0},[1 O}’[O 1}}15@1}%1&%1]\{[”9

e B={l,z,2%...,2"} is a basis for P,,.

Every vector space has infinitely many bases. For example, if ¢ #:0, then B = {cej,es,... ,en}t Is another
basis for R, But all bases for a vector space have the same number of vectors, called the dimension of the
vector space, and denoted by dim(V'). As a consequence of the bases noted above:

o dim(R™) =n
o dim(Myyo) = 4 and in general dim(M,,xn) = mn
o dim(P,) =n + 1,

If §={vi,va,...,vin} is a subset of a vector space V and dim(V') = n recognizing the following possibilities
will be useful in the exercise set: ?

o If the number of vectors in S exceeds the dimension of V, hm, is, m > n, then § is linearly dependent
and hence, can not be a hasis,

e If m > n, then span(S) can equal V, but in this case some of Lho vectors are hnoal combinations of
others and the set S can be trimmed down to a basis for V.

e If m < n, then the set S can be either linearly independent of linearly dependent.
o If m < n, then S can not be a basis for V, since in this case span(&) # V.
o If m < n and the vectors in S are linearly independent, then S can<he expanded to a basis for V.

e Ifm = n, then S will be a basis for V' if either S is linearly independent or span(S) = V. So in this case
it is sufficient to verify only one of the conditions. '

1 3
The two vectors vq = | —1 | and vg = | —1 | arelinearly indepeudel}t but can not be a basis for R3 since
2 2 h '
all bases for R® must have three vectors. To expand to a basis start with the matrix
1 3 1 00 . ' 1 3 1 00
=1 =1 0 1 0 [reduceto theechelonform| 0 2 1 1 0 |.
2 2 0 01 00 0 2 1

The pivots in the echelon form matrix are located in columns one, two and four, so the corresponding column
vectors in the original matrix form the basis. So

, 1 3 [0
B == =~ |, =1 1,]1 is a basis for R3,
2 2 0 '
To trim a set of vectors that span the space to a basis the procedure is the same, For example, the set
0 27 Jo 3
S = -/, 21,12 ,] -1

1] L] | -1

U R
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is not a basis for R® since there are four vectors and hence, S is linearly dependent. Since

0 2 0 3

‘ ~1 2 2 -1
-1 2 2 ~1 Jreducesto| O 2 0 8 |,
| -1 1 2 -1 0O 0 03
then the span of the four vectors is R3, The pivots in the reduced matrix are in columns one, two and four,
0 2 3 ' : :
so a basis for R3 is -1 1,121, —-1
~1 1 -1

B Solutions to Exercises

1. Since dim(R?) = 3 every basis for R® has three
vectors. Therefore, since S has only two vectors
it is not a basis for R?,

3. Since the third vector can be written as the
sum of the first two, the set $ is linearly depen-
dent and hence, is not a a basis for R3,
5. Since the third polynomial is a linear combi-
nation of the first two, the set S is linearly de-
pendent and hence is not a basis for Ps.

7. The two vectors in S are not scalar multi-
ples and hence, the set S is linearly independent.

Since every linearly independent set of two vec-

tors in R? is a basis, the set S is a basis.

9. Since
10 0 1.0 0
-1 -2 2 reduces t 0 -2 2 ,
1 -3 -2 _ 0 0 -5

S is a linearly independent set of three vectors in
R3 and hence, S is a basis,
11. Since

11 0 1] 110 1
o 1 1 0 I 01 1 0
1 —1 -1 0 reduces to |. 00 1 -1
0 0 2 1 0 00 3

the set S is a linearly independent set of four ma-
trices in Mayo. Since dim(Maxs) = 4, then § is
a bagis. '

bl

+

2. Since dim(R?) = 2 every basis for R? has two
vectors. Therefore, since S has three vectors it is
linearly dependent and hence it is not a basis for
R?,

4. Since dim(Ps3) = 4 every basis has four poly-
nomials and hence S is not a basis.

8. Since the matrix

HENE !

0 1
the set 9 ig linearly dependent and hence, is not
a basis. '

0 0
10

11
3 -1
linearly independent and hence, is a basis for R?,

8, Since det - }) = —2, the set 9 is

10, Since

—1 2 1 -1 2 1
—~1 =1 1 [ reduces to 0 -3 0],
T

0 -3 2| - 00 2

. 5 is a linearly independent set of three vectors in

R? and hence, S is a basis,
12, Since

12 0 1 2 0

0 1 1 reduces to | 0 1 1 |,
e L

10 =1 0 0 1

S is a linearly independent set of three polynomi-
als in Py and hence, is a basis.
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13.‘ Since

-1 1 1 -1 1 1
2 01 reducesiq 0 2 3 ,
1 1 1 0 0 -1

the set S is a linearly independent set of three
vectors in R®, so is a basis.

14. Since

2 5 3 2 5 3
=2 1 1 |reducesto 0 6 4 |,
B 0 0 1

1 21

the set S is a linearly independent set of three
vectors in R, so is a basis.

15, Since 16. Since -

1 2 2 -1 1 2 2 -1 -1 2 1 2 =1 2 1 2
Lobd 2 dueesto | O 7F 28 Lol 3 1] ducesto] O 3 4 3
-1 3 2 0 |FEEEXRIg 0 o1 o1 |0 0 -1 1 1 SR 5 g 7 g |0
11 5 3 0 0 0 0 1 2 -1 2 J 0 0 0 32

the set S is & linearly independent set of four vec-
tors in R4, so is a basis.

the homogeneous linear systemn has infinitely
many solutions so the set S is linearly dependent
and is therefore not a basis for R?, '
17. Notice that (222 + 2+ 2+ 2(~2? + z) ~ 2(1)) = 2 and 22? + 2 + 2 + (=22 + z) — 22 — 2 = 22, 50 the
span of S is Py, Since dim(Py) = 3, the set S is a basis.

18, Since
11 -2 0 11 -2.0
0 11 reduces to 01 10
00 1 of=EERIg 0 1 0]
00 1 2 00 0 2
the set S is a linearly independent set of four matrices in Maoysg, $0 is a basis.
s - 2t 1 9 1
19, Every vector in S can be writtenas | —s+¢ | =8| —1 | +¢| 1 | . Since the vectors | —1 | and
' ‘ t 0 B 0
1 | are linear independent a basis for §'is B = -1 ,] 1 “and dim(S) = 2.
1 : 0 1
20, Since every matrix in S can be written in the form -
a a-+d 11 0 1}
{a-kd d}“‘“_l 0}”"[11]’

and the two matrices on the right hand side are linearly independent, a basis for S is
: 11 0 1 o _
B = {[ 1 0 ] ’ [ 1 1 }} Consequently, dim(S) = 2,

21. Every 2 x 2 symmetiic matrix has the form | ¢ . a L0 b 0 1 +e 0 O . Since the
B b 00 10 0 1

1 ' . U S . . Jr 10 01 0 0

three matrices on-the right are linearly independent a basis for S is B == o ol'l1 ol'lo 1

and dim(S) = 3.

22, Every 2 x 2 skew symmetric matrix has the form { _2 8 } = { ~~'(l) (1) ] and hence, a basis for S is

{2

o } } with dim($) = 1.
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23, Since every polynomial p(z) in § satisfies 24, If p(z) = az®+ba?+cz-+d and p(0) = 0, then

p(0) = 0, we have that p(z) = az-+ba?. Therefore, d = 0, so p(z) has the form p(z) = az? + bx + cz.

a basis for Sis B = {z,2*} and dim(9) = 2. If in addition, p(1) = 0, then a + b+ ¢ = 0, so
' ¢ = —a — b and hence.

p(z) = az®+ba?+(—a—b)z = a(z~z)+b(x?~z).

Since 2° — x and 2? — z are linear independent,
then a basis for S is {#® —z,2? — 2}, so dim(8) =
2. .
: 2 2 1 ‘
25, Sincedet [ | 2 0 2 = —4, the set S Is already a basis for-R? since it is a linearly independent
. -1 =2 1 :
set of three vectors in R3,
2 —2 4
26. Since | 0 | = 1 4+ | —1 |, the vectors in § are linearly dependent. Since the first two vectors
5 3 2
' -2 4
are not scalar multiples of each other a basis for span(S) is 11, -1
3 2

27, The vectors can not be a basis since a set of four vectors in R® is linearly dependent, To trim the set
down to a basis for the span row reduce the matrix with column vectors the vectors in S. This gives

9 0 ~1 2 20 —1. 2
-3 2 —1 3 |reducesto| O 2 —3 6
0 2 0 -1 00 5 -7

A basis for the span consists of the column vectors in the original matrix szorresponding to the pivot columns
of the row echelon matrix. So a basis for the span of § is given by '

2 0 -1
B = =3 |,12],] ~1 . Observe that span(S) = R3,
0 2 0

28. The vectors can not be a basis since a set of four vectors in R? is linearly dependent. To trim the set
down to a basis for the span row reduce the matrix with column vectors the vectors in S. This gives

2 1 -3 1 2 0 —1 2
0 0o -3 2 reduces tc; 0 -2 -5 -1
2 -3 —2 -2 0 0 -3 2

13 K ! : 3 I3 ' ’ '
A basis for the span consists of the column vectors in the original matrix corresponding to the pivot columns
of the row echelon matrix. So a basis for the span of S is given by

| —2 1 -3
B = O |, 0 |s] -3 . Observe that span(S) = R,
2 -3 —2

29. The vectors can not be a basis since a set of four vectors in R? is linearly dependent. To trim the set
down to a basis for the span row reduce the matrix with column vectors the vectors in . This gives

2 0 2 4 2 0 2 4
32 ~1 0|l—|022 6
0 2 2 4 000 -2

A basis for the span consists of the column vectors in the original matrix corresponding to the pivot columns
of the row echelon matrix. So a basls for the span of S is given by
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2 0 4
B = -3 1,1 21,0 . Observe that span(S) = R3,
0 2 4 .

80. The vectors can not be a basis since a set of four vectors in R? is linearly dependent, To trim the set
down to a basis for the span row reduce the matrix with column vectors the vectors in S. This gives

2 1 0 2 5 1 0 2
2 —1 2 3 | reduces to| 0 ~2 2 1
0 0 2 1 0 0 2 1

A basis for the span consists of the column vectors in the original matrix corresponding to the pivot columns
of the row echelon matrix. So a basis for the span of .S is given by

2 1 0
B = 2 [, =1 ],]| 2 . Observe that span(S) = R3.
-0 0 12

31. Form the 3 x 5 matrix with first two column vectors the vectors in S and then augment the 1<l<‘nt1ty
matrix. Reducing this matrix, we have that

2 1 1 00 2 1 1 0 0

-1 0 0 1 O Jreducesto| 0 1 1 2 0
e

3 2 0 01 00 -2 -1 1

A basis for R? consists of the column vectors in the original matrix corresponding to the pivot columns of the

2 1 1
row echelon matrix. So a basis for R® containing S is B = -1 {,101],] 0
' 3 2 0

32, Form the 3 x 5 matrix with first-two column vectors the vectors in S and then augment the identity
matrix. Reducing this matrix, we have that )

-1 1 1 0 0 -1 1 1 0 0
11 0 1 0 |reducesto; O 2 1 1 0
3 1.0 01 0 01 -2 1

A basis for R? consists of the column vectors in the original matrix corresponding to the pivot columns of the
. o K

-17 [1 1
row echelon matrix. So a basis for R® containing S is B = 1. {,{1],10
3 1 0
33. A basis for R* containing S is 84, A basis for R* containing S is
1 3 1 0 -1 [ 1 1 1
[ N I T A A A 3 O T I I T I I
B= D y 1 ) 0 ) 1 B = 1 ! _— ' _— ? 0
4 2| o] Lo -1 ] | 2 3 0
85. ‘A basis for R® containing S is 86. A basis for R® containing $ is
17 [1 1 ' 2 T [ -1 1
B=¢| 1 |, 1|, ]ol} B={| 2 [, =11,]0

3 1 0 1) | 3 0

87. Let e;; denote the n x n matrix with a 1 in the row i, column i component and 0 in all other locations.
Then B = {ej; | 1 <4 < n}is a basis for the subspace of all n x n diagonal matrices.
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38. Consider the equation ¢1(evy) -+ ea(eve) 4+ 4 en(eva) = 0. Then ¢(eivy +cava 4+ -+ cpvn) = 0 and
since ¢ # 0, we have that ¢yvy + ¢ove + -+ + ¢pvn = 0. Now since § is a basis, it is linearly independent, so
¢l =cp == ¢y =0 and hence S is a basis.

39. It is sufficient to show that the set S’ is linearly independent, Consider the equation

c1Avy + cpAvg + -+ e Avy = 0. This is equivalent to A(c1vi + cava + -+ + ¢y vn) = 0. Multiplying both
sides of this equation by A~! gives the equation ¢;vy -+ cgvy -+ -y vy = 0. Since S is linearly independent,
then ¢; = ¢ = «+ ¢, = 0, 80 that §’ is linearly independent,

40. To solve the homogeneous equation Ax = 0 consider the matrix

il 0

3 3 1 8 1o
~1 0 -1 -1 |thatreducesto| 0 1 -2/3 0
2 0 2 1 00 0 1
~z -1
So a vector is a solution provided it has the form x = 2 ” = 2z i’ . Hence, a basis for § is
0 0
-1
2
3
1
0

41. Since H is a subspace of V, then H C V., Let § = {v1,va,...,van} be a basis for H, so that S is a linearly
independent set of vectors in V. Since dim(V) = n, then S is also a basis for V. Now let v be a vector in'V,
Since S is a basis for V, then there exist scalars ci, ¢z, ... ¢p such that e;vy + cgve + -+ + ¢y vy = v. Since
S is a-basis for H, then v is a linear combination of vectors in H and is therefore, also in H. Hence, V C H
and we have.that H =V, .

42. Since S = {az® + bz +cx | a,b,c € R}, then dim(S) = 3. A polynomial ¢(z) = az® + ba® + cx + d
is in T if and only if a + b +c+ d = 0, that is d = —a — b — ¢. Hence, a polynomial in T hag the form
q(z) = a(@® — 1)+ b(z?* — 1) +¢(z — 1), so that dim(T") = 3. Now SNT = {az® +bz® +cx | a+b+c=0}.
Hence, a polynomial ¢(z) is in SN T if and only if q(z) = a(z® — 2) + b(2? — ) and hence, dim(SNT) =2,
43. Every vector in W can be written as a linear combination of the form

28 4+t + 3r 2 1 3
38 —t+2r | =s| 3|+t -1 | +r| 2
S+t 2r 1 1 2
3 2 1 ‘ 2 1 o 2 1 3
But [ 2 | = | 3 | + 1 =1 | and hence, span 34,1 —1 = span 31, L |,]=2
2 1 1 1 1 1 1 2
2 1 '
Since B = 31, —1 is linear independent, B is a basis for W, so that dim(W) = 2,
1 1 :
1 0
44, Since S =« s 8 + (l) 8t € R 3, then dim(S) = 2. Since
0 0 '
0 0
T=<s (1) -+ (1) s',“t € R 3, we also have that dim(7") = 2. For the intersection, since
0 0



