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48, 49,
—-12 =7 4 =3
B 5 11| 97 R
TETTT0 <7 [T TET T3 Tw
12 11| -8 4
-10 -12 -1 4
|12 5| 47 pe 1783 29
V=T =] T 23 VETT 3 28
12 11 -3 4
-8 1 —4 —2 -8 —d -2 1 -8
3 -4 1 0 3 1 0 -4 3
50, z = B E— =T Y= 51 —4 = TEDAT o1 4" 17
0 -4 1 0 —4 1 0 -4 1
4 0 -1 4 0 -1 4 0 -1
-2 3 2 2 -2 2 2 3 =2
-2 -3 -8 =1 -2 -8 ~1 =3 —2
SLe=g g g [~ VT g g TSy g < n
-1 -3 -8 -1 -3 -8 -1 -3 -8
-3 2 -7 -3 2 -7 -3 2 =7

52, Suppose A® = —A, Then det(A) = det(A") = det(—A) = (~1)"det(A). If n is odd, then det(A) =
—det(A) and hence det(A) = 0. Therefore, A is not invertible.

53, Expansion of the determinant of A across row one equals the expansion down column one of A*, so

det(A) = det(A?).

54, If A = (aq;) is upper triangular, then det(A) = ajja9z ++* anp. But A’ is lower triangular with the same
diagonal entries, so det(A?) = 11092+ Gy = det(A). - '

Exercise Set 1.7

A factorization of a matrix, like factoring a quadratic polynomial, refers to writing a matrix as the product
of other matrices. Just like the resulting linear factors of a quadratic are useful and provide information about

the original quadratic polynomial, the lower triangular and upper triangular factors in an LU factorization °

are easier to work with and can be used to provide information about the matrix. An elementary matrix is
obtained by applying one row operation to the identity matrix, For example,

10 0 1 00
0 1 0|(~1)Ri+Rs—Rs| 0 1:0
00 1 -1 0-1

Elementary Matrix

If a matrix A is multiplied by an elementary matrix E, the result is the same as applying to the matrix A the
corresponding row operation that defined E. For example, using the elerientary matrix above

1 0 0 1 3 1 1 3 1
EA=1| 0 1 0 2 1 0l=1|2 1T o0
: ~1 0 1 1 2 1 0 —-1 0

Also since each elementary row operation can be reversed, elementary matrices are invertible. To find an LU
factorization of A :

S
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e Row reduce the matrix A to an upper triangular matrix U,
¢ Use the corresponding elementary matrices to write U in the form U =FEy - B A,

e If row mtorchangos are not required, then each of the elementary matrices is lower triangular, so that
A= ET'. By W is an LU factorization of A. If row mtomhangos are required, then a permutation
" matrix is also required. :

When A = LU is an LU factorization of 4, and A is invertible, then A = (LU)™' = U~'L~L If the
determinant of A is required, then since I and U are triangular, their determinants are simply the product of
their diagonal entries and det(A) = det(LU) = det(L) det(U). An LU factorization can also be used to solve
a linear system. To solve the linear system ‘.

Ty — Ty -+ 2332 = 2 ;
201 + 229 +x3 =0 ,‘_\j'
—1 4 2y =1 i

the first step is to find an LU factorization of the coefficient matrix of the linear system, That is,

1 0 0 1 -1 2
A= LU = 2 10 0 4 =3

2
Next solve the linear system Ly = b = | 0 | using forward substitution, so that y; = 2,ys = —2y; =
1 :
2
—4,y3 = 1 4y = 3. As the final step solve Ux =y = | —4 | using back substitution, so that z3 = %,:cz =
- , 3 y
(—4+323) = L, 21 =2+ 2 ~ 2w = ~ .
M Solutions to Exercises
1 00 0 190
l.a. E=|2 1 0 2.a. E=1{1 0 0
0 01 0 0 1
1 2 1 3 1 2
b, EA= |5 5§ 4 b, EA=11 2 1
11 1 1 -4
1 0 0 . 1 0.0
3,a. E=|0 1 0 d,a. E=1 0 1 0
0 -3 1 -1 0 1
1 2 1 1 2 1
b. EA=| 3 1 2 b, FEA=1|13 1 2
-8 -2 10 0 -1 b

5. a. The required row operations are 2Ry + Ry — Ry, %51?,2 — Ry, and ~3Ry+ Ry — Rj. The corresponding
elementary matrices that transform A to the identity are given in

emma [T =371 07[1.0
I~E3E2E1AW[O lHo _16]{2.,‘1}.4.

b. Since elementary matrices are invertible, we have that

el e 1 o][1 o[t 3
A:EllEzlESIZ[wz‘ 1“0 10”0 1]'
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6. a. The required row operations are Ry + Ry — Ra, T%Rg — g, ~8Rgy -+ Ry — Ry, and -%Rl — Ry. The

corresponding elementary matrices that transform A to the identity are given in

1 .
—5 0 1 -5 1 0 10
o M H, . [ 2

b. Since elementary matrices are invertible, we have that

et [ 1 07[1 071 572 0
A= By By By By ‘{4 1“0 10“0 1” 0 1]

7. a. The identity matrix can be written as I = FEy F4FE3FE3Fq A, where the elementary matrices are

1 00 1 00 1 -2 07 1 0 11
Ei=|-210|,Ba=| 0 1 0|,Bs=|0 1 0/|,B4=/01 0 [, and
0 01 -1 0 1 0 0 1] . 00 1
10 0
EBg=|0 1 =5 b. A= E'E;'\Ey BN ESY
00 1

. 8. a. Row operations to reduce the matrix to the identity matrix are

3Ry + Ry — Ry 2Ry + Rz — Ra Rg ¢+ Rg
4Ry + R3 — Rg —~Ri — Ry ~Rg =5 Ry
—R3 — Ry Ro + Ry — Ry ~Ry + R.Q - Ry

with corresponding elementary matrices

100 L 0 0 10 0] 100
Ei=|3 10 |,E=|0 1 0|,Bs=1]00 1|,BE={01 0],
00 1 -2 0 1 0 1 0 0 4 1
-1 0 0 1 0 0 10 0 110
Es=| 0 1 0/|,B=|0 -1 0|,B,=|01 0 [,Bg=]0 1 0]/, and
0 01 00 1 00 -1 00 1
10 0 }
Fo=|0 1 -1 |. b, A=E7' By B B Eg B E7 BT ST
00 1 '

9. a. The identity matrix can be written as I = Eg -+ Fy1 A, where the elementary matrices are

JTo 10 1 -2 0 1 0 0 1 00
Ei=110 0|,Bp={0 1 0 |,B3=1]0 1 0 [,E4=1]0 111/,
L0 0 1 0 0 1 0o ~1 1 0 0 1
1.0 1] 1o o0
Es= |01 0], and Bg=|0 1 0 b, A=E'E7Y. B!
0 0 1| 00 —1 N
10. a. There are only two row interchanges needed, Ry « R4 and Ry « Rjz. So
fooo1][1 00 0
~ - |01 00 0010
I=BbA=14 9 1 g 0100 A
1 0 0 0 0 0 0 4
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b. A= E E;L
11, The matrix A can be row reduced to an upper triangular matrix U = [ é ~§ } , by means of the one

operation 3Ry 4+ Rg — Rg. The corresponding elementary matrix is F =, i ? ] , 80 that FA = U, Then
o e . 1 071 -2

the LU factorization of A is A = LU = E~'U = _3 1 o 1|
10 3 9

12'L”f[1/6 1]’(]"{0 _1/2]

. . 1 2 1

13. The matrix A can be row reduced to an upper triangular matrix U = | 0 1 3 |, by means of

0 0 1

the operations (—2)Ry + Ry — Ry and 3R; + Ry — Rs. The corresponding elementary matrices are F; =

1 00 1 00 : :
—2 1 0| andBEy=1]0 1 0 |,sothat FoEyA = U. Then the LU factorization of A is A = LU =
0 0 1 3 0 1 ‘
100 1 2 1
E'E;'=1 2 1 0 01 3.
-3 0 1 00 1
: 1 00 '
14, L= -1 1 0|, 15, A=LU
: 2 01
171 1 1 0 0 1 3 -3
U=|0 1 -3 =] 1 1 0 01 4
00 1 -1 =11 00 3
1 00 0 1 -2 1 .3
. -2 1 00 0 1 -1 -1
6. A=LU=| " o4 0llo o 1 5

3 00 1]10 0 0 1

17. The first step is to determine an LU factorization for the coefficient matrix of the linear system A =

-2 1 1 0 -2 1 -1 .
[ 4 1 ] . We have that A = LU = [ 9 1 0o 1| Next we solve Ly = { 5 } to obtaln
y1 = —1 and yg = 3. The last step is to solve Ux =y, which has the unique solution z1 = 2 and 29 = 3.

18, An LU factorization of the matrix A Is given by A = [ *é (l) }{ g __? ] . Then the solution to

Ly = { ~7/2 ] is y1 = 2,y2 = 5, 0 the solution to Ux =y is 21 = 1,2y = %
1 007][1 4 -3
19, An LU factorization of the coefficient matrix Ais A=LU = | -1 1 0 0 1 2 . To solve
. 2 0 1 0 0 1

0
Ly = [ -3 } , we have that

1
1 0 0 0. L0 0] 0 1 00
-1 1 0|-83|— |01 O0]|-3]—1]010
2 0 1)1 2 0 1|1 00 1

and hence, the solution is y; = 0,y2 = —3, and y3 = 1. Finally, the solution to Ux = y, which ig the solution
to the linear system, is z1 = 23,29 = —5, and z3 = 1, :
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1 0 0 1 -2 1
20, An LU factorization of the matrix A is given by A = 2 1 0 0 1 4 |.Then the solution
-2 0 1 0 0 1
T
to Ly = 8 isy1 = —1,y3 = 10,y3 = 2, so the solution to Ux =y s 21 = 1,29 = 2,23 = 2.
4 .

21. LU Factorization of the coefficient matrix:

1 0 0 0 1 -2 3 1
1 1 00 0 1 2 2
‘ A=LU=| "5 5 1 0|]lo 0 1 1
-1 -1 0 1 0 0 0 1
5
. - 6 ‘
Solution to Ly = YRR 5,ys = 1,y3 = 4,yq = —2
-8
Solution to Ux =y ! ¥y =25,z = —7,23 = 6,74 = —2
1 0 00 12 2 -1
22, An LU factorization of the matrix A is given by 4 = : 100 0 1 1 - Then the
aa ' . 1 0 1.0 o0 1 3 |
' 2 -2 0 1 0-0 0 2
; ;
solution to Ly = -12 I8 y1 = b,y2 = —2,y3 = 6,54 = —13, s0 the dolution to Ux =y is z; = %l,'u =
1
—34, 13 = Tyl = ——15‘3

23, In order to row reduce the matrix A to an upper triangular matrlx requires the operation of switching
rows, This is reflected in the matrix P in the factorization

001 10 0 1 =3 2
A=PLU= {0 1 0 2 5 0 0 1 -4
100 01 -3 0 0 1

24. In order to row reduce the matrix A to an upper triangular matrlx requires the operatlon of switching
rows, This is reflected in the matrix P in the factorization

0 0 1 1 00 2 1 1
A=PLU=1]1 0 0O ;10 0 -+ -1
‘ 0 1 0 0 0 1 0 0 1

e 1 =411 0 11 4
AT =UTL “[o 1“31]“{ 3 1]'

26,
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100 2 1 -1
27. Using the LU factorization A=LU = | 1 1 0 || 0 1 ~—1 [, we have that
11 1 00 3 |,
: ‘ R L 1 0 0 ["51 -3 0
AV =U"l = 01 -:; -1 1 0|=1-1 2 %
oo Ijlo -1 1] |o 11
28. "
1 0 07][-32 t]\™" [-t 2 —17[1 00
A7t = (LUt = ~1 1 0 0 1 2 = R ) 110
1 -1 1 0 0 1 00 1 0 1 1
1
I
={1 -1 =2
0 1 1

29. Suppose

a 01| d e| [0 1
b ¢ o f| 11 0]

This gives the system of equations ad = 0,ae = 1,bd = 1,be + ¢f = 0. The first two equations are satisfied
only when a # 0 and d = 0. But this incompatible with the third equation. -

30. Since A is row equivalent to B there are elementary matrices such that B = Ey, ... E1A and since B
is row equivalent to C there are elementary matrices such that C' = D;,... DB, Then C = D,,...D1B =
Dy ...D1Ep, ... E{A and hence, 4 is row equivalent to C. ’

31. If A is invertible, there are elementary matrices Fy,..., Ey such that I = Ey - E A Similarly, there
are elementary matrices Dy, ..., Dp such that 7 = Dy D{B. Then A = ;-‘E,:,'i ce Ef]'Dg- DB, so A is row
equivalent to B, '

32. a. Since L is invertible, the diagonal entries are all nonzero. b. The determinant of A is the product
of the diagonal entries of L and U, that is det(A) = €11+ lypUir -+ Unn. ¢ Since L is lower triangular
and invertible it is row equivalent to the identity matrix and can be reduced to I using only replacement
operations. :

Exercise Set 1.8

1, We need to find positive whole numbers 21, g, 23, and x4 such that 2; Alz + 2oCuO — 23Al, 05 4+ 24Cu
is balanced. That is, we need to solve the linear system

3xy = 23 2 1
zg = 3xz.,which has infinitely many solutions given by z; = 6,:102, Ty = §x2,1;4 = Ty, Ty € R,
xro = T4

A particular solution that balances the equation is given by z1 = 2,39 == 9,23 = 3,24 = 9.
2. To balance the equation z1ly + 22NagSs03 — =x3Nal + z4Nag5,06, we solve the linear system

237;1, = 23
2¢y = X3 + 224
2wy = 4wy
3wy = B4
the equation, let x4 = 1, 80 21 = 1,19 = 2, and x5 = 2,

, 80 that zy = 24,29 = 224,23 = 224,74 € R, For_'a, particular solution that balances




