Homework III

Econ 214

Problem 1
Consider a relationship of the form Yi = (1 + (2Xi + ui , where ui is a white noise random variable. Suppose we use 
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as an estimator of the unknown, underlying (2
a) Find
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b) Find 
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Problem 2
Consider a relationship of the form Yi = (1 + (2Xi + ui , where ui is a white noise random variable. Find 
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Problem 3
Consider a relationship of the form Yi = (1 + (2Xi + ui , where ui is a white noise random variable. Prove the Gauss-Markov theorem for 
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Problem 4
Consider the following formulations



Yi = (1 + (2Xi + ui   (I)



Zi = (1 + (2Li + vi   (II)

where Zi = aYi + b and Li = cXi + d (a,b,c, and d are constants)

a) What is the relationship between 
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b) What is the relationship between 
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c) What is the relationship between 
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d) What is the relationship between 
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 from formulation I and 
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e) What is the relationship between 
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f) What is the relationship between r2 from formulation I and  r2 from formulation II?

Problem 5
Given the formula 
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a) Show that this formula holds for 

1. n = 1

2. n = 2

3. n = 3

b) Assuming that the formula holds for n, show that it holds for (n + 1)

Problem 6
Given the formula 
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a) Show that this formula holds for 

1. n = 1

2. n = 2

3. n = 3

b) Assuming that the formula holds for n, show that it holds for (n + 1)

Problem 7
Assume that a relationship of the form Yi = (1 + (2Xi + ui exists between two variables Yi and Xi . Using the data emailed to you 
a) Regress Yi on Xi. and calculate the estimators 
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. Your work should include a table which shows the value, for every observation, of Xi, Yi, xi, yi, xiyi, xi2, yi2,[image: image20.wmf]i
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b) Calculate 
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 (the estimated variance of 
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). For each of these quantities, give the correct formula, fill it the appropriate numbers in a brief way, and give the final numerical result

c) Show your work in a graph which includes the data points and the estimated line. Choose the scale and origin point of your graph in a way which allows the points and the estimated line to fill most of the area of the graph

Problem 8
From the data of the above problem, we want to create a new data set. Let Bi be the rank of Yi, where this ranking will be in ascending order. If, for instance, Y7 is the smallest among all the Yi’s, then B7 = 1. If Y4 is the second smallest among all the Yi’s, then 

B4 = 2. Note that all the Bi’s are positive integers and that they range from 1 to n in value. In similar manner, define Ai to be the rank of Xi . We assume that a relationship of the form Bi = (1 + (2Ai + vi exists between the variables Bi and Ai
a) Regress Bi on Ai. and calculate the estimators 
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b) Calculate 
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. For each of these quantities, give the correct formula, fill it the appropriate numbers in a brief way, and give the final numerical result

c) Show your work in a graph which includes the data points and the estimated line. Choose the scale and origin point of your graph in a way which allows the points and the estimated line to fill most of the area of the graph

d) For every observation, let di be the difference between the ranks of Xi and Yi . In other words, di = Ai – Bi . John, a friend of yours, says that r, in the type of regression  you have carried out in this problem, is given by the expression
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Calculate r using John’s formula. Does your calculation verify John’s formula?

Problem 9

We want to prove in a general way that John’s formula is true. Recall that the formula for the sample correlation cooefficient r is given by
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a) Making use of results from the problems above, show that the denominator of r is equal to 
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b) Using the definition of di and the results of the problems above, find an expression for 
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c) Working with the numerator of r and using the expression of part b, find an expression for the numerator of r in terms of 
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d) Use your results of parts a and c to show that John’s expression holds generally (in problems like problem 8)

Problem 10
Consider a continuous random variable x which can only take on strictly positive values. The probability density function f(x) is given by
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, where c > 0

a) Why is it important, given the expression above, for x to take on strictly positive values? What problems would arise if x took on values other than strictly positive values? 

b) Tom, a friend of yours, says that this cannot be a legitimate probability density function, because, under certain conditions, f(x) can be negative. Is Tom correct? Justify your answer.

c) Dick, another friend of yours, says this cannot be a legitimate probability density function because, under certain conditions, f(x) can take on values greater than 1. Is Dick correct? Justify your answer.

d) Harry, another friend of yours, says that this cannot be a legitimate probability density function because of the term in the braces. Specifically, Harry says the following:

1. If c increases in value, then the probability density function, when integrated from 0 to (, will give a greater answer than before. But this is not admissible, since a probability density function must always integrate to 1.

2. If ( increases in value, then the probability density function, when integrated from 0 to (, will give a smaller answer than before. But this is not admissible, since a probability density function must always integrate to 1.

Is Harry correct? Justify your answer

e) Whatever your answers to the above, assume in this part of the question that f(x) is a legitimate probability density function. Assuming that we have a sample consisting of n independent observations, x1 through xn, find the maximum likelihood estimator of the unknown parameter c. Show that the estimator expression you obtain is logical, given the specific restrictions of this problem.

Problem 11

Consider a discrete random variable X which can take integer values from 1 to +(. X has the probability density function 



f(X) = ( [(1 ( ()(X ( 1)]   (where 0 < ( < 1)

a) Show that f(X) satisfies the properties of a probability density function

b) Find an expression for E(X).

c) Given how we interpreted X in class, explain your result of part b
Problem 12
Let X be a discrete random variable whose possible values and associated probabilities are as follows:


X
 f(X)

0  0.25

1 0.375

2  0.25

3 0.125

where f(X) is the probability density function of X

a) Calculate E(X), Var X, S(X) (the skewness of X), and K(X) (the kurtosis of X). Throughout this problem, the formula you should use for skewness is 

S = 
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The formula for kurtosis can be found in the appendix A of textbook (note that “the mean” of X should be understood as the expected value of X). Show your work in detail.

b) Let Y = X1 + X2 , where each of X1 and X2 have the same possible values and associated probabilities as X above.

1. What are the possible values of Y?

2. What are the probabilities associated with these values? Show your work in detail.

c) Calculate E(Y), Var Y, S(Y) (the skewness of Y), and K(Y) (the kurtosis of Y). You do not need to show your work in detail.

d) Let Z = X1 + X2 + X3 , where each of X1 , X2 , and X3 have the same possible values and associated probabilities as X above.

1. What are the possible values of Z?

2. What are the probabilities associated with these values? You do not need to show your work in detail.

e) Calculate E(Z), Var Z, S(Z) (the skewness of Z), and K(Z) (the kurtosis of Z). You do not need to show your work in detail.

f) Compare S(X), S(Y), and S(Z). Also compare K(X), K(Y), and K(Z).

g) Your friend Jane says “The results of the comparisons of part f are not a surprise; they are predictable, given the theories of probability.” Is Jane correct? If so, what specific theories is she referring to? Explain your answer.
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