Homework I 
Econ 214

1) Show that, for any random variable A, VarA = E(A2) ( [E(A)]2
2) Suppose that A and B are any two random variables.


a) Show that Cov(A, B) = E(AB) ( [E(A)][E(B)]


b) Show that if A and B are independent, then Cov(A, B) = 0

3) Suppose that M1 and M2 are two random variables and a1 and a2 are constants. Y is 

    defined by the relationship Y = a1M1 + a2M2
a) Find an expression for E(Y)

b) Show that VarY = 
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c) In order to try to understand the relationship of part b, take a simple, definite case. Assume in this part that M1 and M2 are each distributed uniformly and continuously between 0 and 10 and that a1 = a2 = 1. Also assume that 
Cov(M1, M2) > 0. Explain logically why VarY > VarM1 + VarM2
d) If M1 and M2 are independent, what is VarY equal to?

4) Suppose that A and B are two discrete random variables. A can take the values 1, 2, 

    and 3. B can take the values 0, 1, and 2. A and B have the following joint probability 

    density function
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a) Calculate E(A) and E(B)

b) Calculate E(AB)

c) Calculate Cov(A, B)

d) Are A and B independent? Explain your answer

e) You friend, Tom, says, “Zero covariance does not necessarily imply independence.” Is Tom’s statement correct? Justify your answer.
5) Assume that Y1 and Y2 are two independent realizations of the random variable Y.

    Among other things, this implies that E(Y1) = E(Y2) = E(Y) and VarY1 = VarY2 =  

    VarY

a) Show that, if we think of Y1 and Y2 as our sample, then the sample variance will be 
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b) Find an expression for the sample variance in terms of Y1 and Y2 only
c) Show that E(sample variance of Y) = VarY

6) Let X be a random variable measured in radians. X’s probability density function f(X) 

    is given by f(X) = 
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a) Show that f(X) satisfies the properties of a probability density function

b) Draw f(X)

c) Calculate E(X)

d) Calculate VarX

e) Let Y be a uniform continuous random variable distributed between 0 and (
1. Draw the probability density function of Y

2. What is the variance of Y?

3. Based on your calculations, which is greater, VarY or VarX?

4. Apart from your calculations, can you justify your answer to part 3?

7) Consider a continuous random variable X whose probability density function f(X) is 

    given by f(X) = 
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a) Find the number a

b) Calculate Prob [1 ( X ( 2]

c) Calculate E(X)

d) Calculate Var X

8) A penny which is unbalanced so that the probability of heads is 0.4 is tossed twice. Let 

    Z be the number of heads obtained in the first toss. Let W be the total number of heads 

    obtained in the two tosses of the coin.

a) Calculate the correlation coefficient between Z and W

b) Show numerically that Cov(Z, W) = VarZ

c) Show without using numbers that Cov(Z, W) = VarZ

9) A is a discrete random variable which can take on values 2 and 4 with probabilities 0.4 

and 0.6 respectively. B is a discrete random variable which can take on values 0.5 and 1.5 with probabilities 0.5 and 0.5 respectively. A and B are independent. Let C be a random variable defined by C = (A)(B) 
a) Construct a joint probability density function for A and B

b) Calculate VarA

c) Construct a joint probability density function for C and A. Explain your work

d) Calculate Cov(C, A). What is the relationship between Cov(C, A) and VarA?

e) Using no numerical results except E(B) = 1, can you establish the relationship of part d? Explain your work carefully.
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