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	Your Grade

	1
	20
	

	2
	10
	

	3 
	15
	

	4 
	15
	

	5 
	30
	

	6 
	10
	

	7 
	25
	

	8 
	15
	

	9 
	25
	

	10 
	15
	

	Total
	180
	


Instructions
Write your name, Id number, and your major in the space provided above. 
THE EXAM IS CLOSED BOOK, CLOSED NOTES, & “CLOSED NEIGHBOR”!!
Your answers must be presented on the question sheet itself.  Your handwriting should be readable so it can be graded. Use the provided space for your answers.  If the space is not enough, then most probably you are writing more than what is expected.  In case you need more space, put an “explicit pointer” to where your answer is written or continued (e.g. draw an arrow, or say back of page or both !!!…) 

There are 10 problems altogether and 13 pages (including this front page).  You may use the back of the sheets for scratch work.  
DO NOT CUT OFF ANY PAGE !!

Fill in the below, as you sign the attendance sheet, by copying the number that is to the left of your name on the sheet:
	Code-Number on Attendance Sheet
	


Problem 1 (20 Points) True or False questions. Circle T or F  [ Not Both ]

.

	1. Let A and B be two languages over {0,1}. If AoB = {, then A = {or B ={ 

	T
	F

	2. The complement of any context free language is context free

	T
	F

	3. If a language is Turing-recognizable, then it is context free

	T
	F

	4. The complement of any Turing-recognizable language is Turing-recognizable

	T
	F

	5. The universal Turing machine U is a Turing machine that can simulate any Turing machine M on any input w to M.

	T
	F

	6. There is a  nondeterministic Turing machine that cannot be simulated by a deterministic Turing machine

	T
	F

	7. The concatenation of two decidable languages is decidable

	T
	F

	8.  The emptiness problem for Turing machines ETM is decidable


	T
	F

	9.  The emptiness problem for DFA’s EDFA is decidable

	T
	F

	10. Any NP complete problem is not decidable because it is difficult to compute


	T
	F


Problem 2.(10 Points)

The diagram below represents the relationship among classes of languages, where the outermost rectangle represents the class of all languages. (i.e. the universe is the set of languages)

On this diagram, place the symbols representing the languages as below in their “correct position” to indicate proper membership

A = {0n 1m :  n, m 0 } = 0*1*
B = {0n 1n 0n:  n 0 }

C =  ATM 
D =  the complement of ATM
E =  is a language enumerated by an enumerator in lexicographic order

Problem 3 (15 Points)
Let  = {0,1, #}, and consider the language A = { 0n#0m :  n m0 }; i.e. a string in A is a string that starts with a number of 0’s (including zero 0’s) followed by # , followed by a number of 0’s (including zero 0’s).
a. (3) List the first 6 strings of A in the shortlex (short- lexicographic) order.  Assume that the symbols in  are ordered 0 then 1 then #.
b. (6)  Show that A is regular, by giving a regular expression that represents A.  
c.  (6) Give the state diagram of a DFA that recognizes A that is as simple as possible. 
Problem 4 (15 Points)

Let  = {0,1, #}, and consider the language B = { u#uR :  u {0,1}* }

a. (3) List the first 6 strings of B in shortlex (short- lexicographic) order.  Assume that the symbols in  are ordered 0 then 1 then #.
b. (6) Show that A is context free, by giving a CFG that generates B.
c. (6) Give the state diagram of a PDA that recognizes B.
Problem 5.(30 Points)

Let  = {0,1, #}, and again consider the language B = { u#uR :  u {0,1}* } of the previous problem.  The following state diagram is supposed to represent a decider MB for B:
MB
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Here we use the convention that a “missing arrow” leads to qreject which is also absent.
a. (5) The computation of MB on w=01#10, is represented as a sequence of 21 configurations.  Fill in the missing 5 configurations. 
	q1
	xq2
	x1q2
	
	x1q4
	x1q4
	x1q6


	
	x1q8
	xq9
	q9x
	xq1
	xxq3
	xx#q5


	xx#q5
	
	xxq8#
	
	xxq1#
	
	xxqaccept#


b. (10) The following strings are not in B, and should be rejected by MB.  For each specify in which state will MB be and what will be the character under the head just before it goes to  qreject.
	Input
	State just before rejecting
	Character under the head
	Comment (if any)

	01#11
	
	
	

	01110


	
	
	

	01#00#0
	
	
	

	011#10
	
	
	

	01#110
	
	
	


c. (4) Suppose that we construct MC from MB by exchanging the transition rule label 0,L on the arrow from q6 to q8 with the transition rule label 1,L on the arrow from q7 to q8 .  What will be the language that MC decides? 

L(MC ) =  { u#vR:  u, v {0,1}*, and  v = 




}
d. (6)Give a high level description of a TM MB that decides B.
MB = “On input w:

     1.______________________________________________________________________________    

       ______________________________________________________________________________    
       ______________________________________________________________________________    
       ______________________________________________________________________________    
        ______________________________________________________________________________    
        ______________________________________________________________________________ 
        ______________________________________________________________________________    
        ______________________________________________________________________________    
        ______________________________________________________________________________    
e. (5) What is the Time complexity T(n) of MB? Give a brief explanation.

T(n) =  O(                 )  because
So B  TIME(                      )
Problem 6 (10 Points)
Let  = {0,1, #}, and consider the language B = { u#uR :  u in {0,1}* }

a.  (6) Give a high level description of a 2-tape Turing machine M2B that decides B and that will improve the running time of the previous problem.  
M2B = “On input w:
     1.________________________________________________________________________    

       ________________________________________________________________________    
       ________________________________________________________________________    
       ________________________________________________________________________    
        ________________________________________________________________________    
        ________________________________________________________________________    
        ________________________________________________________________________    
        ________________________________________________________________________    
        ________________________________________________________________________    
        ________________________________________________________________________    
b. (4) What is the running time of the 2-tape machine of (a)? Give a brief explanation
Problem 7. (25 Points)

Recall that ACFG represents the acceptance problem for context free grammars where:
ACFG = { <G, w> : G is a CFG that generates the string w }

a. (10) Show that ACFG is decidable, by giving a high level description of a Tm T that decides it.

T = “On input <G, w>, G  a CFG and w a string:

     1.________________________________________________________________________    

       ________________________________________________________________________    
       ________________________________________________________________________    
       ________________________________________________________________________    
        ________________________________________________________________________    
        ________________________________________________________________________   

        ________________________________________________________________________    
        ________________________________________________________________________   

        ________________________________________________________________________    
b. (8) Show that any context free language L is decidable, by using the Tm machine T of (a) to construct a decider ML for L.
Let L be a context free language, and let G be a CFG that generates it.  Construct ML as follows:
ML = “On input x:
     1.________________________________________________________________________    

       ________________________________________________________________________    
       ________________________________________________________________________    
         ________________________________________________________________________   

        ________________________________________________________________________    
c. (4) Use the result of part (b) to argue that the problem of constructing a parser for a programming language based on a context free grammar is solvable. (A parser is part of the compiler that checks whether a given program is “syntactly correct” (no syntax errors).
d. (3) One could have used the “general purpose” construction of part (b), to construct a decider for the context free language B of Problem 4.  Compare this decider of part (b), to the “specific” decider MB that has been presented in Problem 5. 
Problem 8 (15 Points)

Suppose that A1 and A2 are two Turing-recognizable languages that are recognized by TM’s M1 and M2 respectively.  The following Turing machine M is suggested as a recognizer for the intersection A1 A2.



M = “On input x
1. Run M1 on x.  If M1 rejects, then reject; if M1 accepts, then go to step 2.
2. Run M2 on x.  If M2 accepts, then accept ; else if  M2 rejects, then reject”

a. (8) Indicate the behavior of M on input x for all possible scenarios of behaviors of  M1 and M2 on x, by completing the following table:
	M1 on x
	accepts
	accepts
	accepts
	rejects
	rejects
	rejects
	loops
	loops
	loops

	M2 on x
	accepts
	rejects
	loops
	accepts
	rejects
	loops
	accepts
	rejects
	loops

	M on x
	
	
	
	
	
	
	
	
	


b. (7) Based on your answer in (a), argue that M is indeed a recognizer of A1 A2.  
Problem 9 (25 Points).
Consider the following construction:

Given <M, w>, construct the Turing machine M1 as follows
M1  = “On input x do:

1. If x , then accept.

2. If x 01, then reject.

3. Otherwise, run M on w.  If it accepts, accept”

a. (2) How does M1 compute on input 10?

b. (3) How does M1 compute on a string other than 01 or 10, say on input 1001?

c. (5) How does M1 compute on input 01?

d.  (7) What is the language that M1 recognizes? Complete the following:


if M accepts w

L(M1 ) =  







if M does not accept w

e. (8) Using (d) or otherwise, show that the language 

ATM-TWO = {<M> | M is a Turing machine that accepts exactly two strings; i.e. | L(M) | = 2} 

is undecidable.

Problem 10. (15 Points)

Let 
ATM = { <M,w>: M is a Turing machine, that accepts w} and 

HALTTM = { <M,w>: M is a Turing machine, that halts on w}.
a. (8) Knowing that ATM is undecidable, show that HALTTM is also undecidable.

b. (7) Show that HALTTM is Turing-recognizable.
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