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Instructions
Write your name, Id number, and your major in the space provided above. 
THIS IS AN OPEN BOOK EXAM,   but a “CLOSED NEIGHBOR” ONE!!
Your answers must be presented on the question sheet itself.  Your handwriting should be readable so it can be graded. Use the provided space for your answers.  If the space is not enough, then most probably you are writing more than what is expected.  In case you need more space, put an “explicit pointer” to where your answer is written or continued (e.g. draw an arrow, or say back of page or both !!!…) 

There are 6 problems altogether and 7 pages (besides this front page).  You may use the back of the sheets for scratch work.  
DO NOT CUT OFF ANY PAGE !!

Problem 1 (15 Points) 

True or False questions. Circle T or F  [ Not Both ] No proof is required

.

	a. If a language is context free then it must be infinite

Any finite language is regular, and hence context free.


	T
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F

	b. Any PDA is deterministic

From its definition, any PDA is nondeterministic.


	T
	
F

	c. In some cases, it is impossible to recognize a context free language by a PDA that has exactly one accept state

Ant PDA has an equivalent PDA with exactly one accept state.


	T
	
F

	d. Any Turing decidable language is Turing-recognizable

From the definition…


	
T
	F

	e. The intersection of two context free languages is context free
We have shown that context free languages are not closed with respect to intersection


	T
	
F


Problem 2   (20 Points)  

Let ={0,1}. Consider the context free grammar G (V, , R, S), whose rules are:

S  0 S 0 | A


A  1 A | 1
This grammar generates the language L = { 0m 1n 0m    |   m  ≥ 0,  n ≥ 1}
a.  (3) According to the Pumping Theorem, one can conclude that  p = 27.  Why is that?

p = b|V|+1    ,b = max { |u| :  A  u is a rule} = max { 3, 1, 2, 1} = 3  |V| = | {S,A} | = 2.
So p = 32+1= 33 = 27
b. (5) Consider the string s = 01110.  Obviously s L, with m =1 and n = 3.  Drawing the (only) parse tree for s, one gets: 





S





S







A
    






     A
    








A
    



0
1
1
1
0
Repetition of a variable symbol appears on the (longest) path <S, S, A, A, A, 1>, and in particular, the repetition of A at the last two interior nodes.  Accordingly, and if we mimic what is in the proof of the Pumping Theorem, we can subdivide s into 5 pieces, s = uvxyz.  What are these 5 pieces?

u = 01             , v = 1          ,  x =  1        ,  y =        , z =  0
c. (5) Show that pumping in deed works for s with the answers you gave in the previous part.
1. uvixyiz = 01 1i 1i 0 = 01i+2 0 L (with m=1, n = i+2) for any i ≥ 0;
2. |vy| = |1|= 1 > 0;  i.e. either v , or y , and 
3. |vxy| = |11| = 2  which is obviously < p = 27.
d. (3) The length of the string s is 5, which is obviously less than the pumping length p = 27. Is there any contradiction with what the Pumping Theorem says?
No.  The pumping theorem does not say that if the length of s is less than p then s cannot be pumped!!
e. (4) Suggest as small a pumping length as possible for the language L that is different from the pumping length as suggested by the Pumping Theorem.  
In fact any string of L , except 1, is “pumpable”, and  p can be chosen to be 3 as follows:
If w = 0m10m, m>0,  let u = 0m-1, v = 0  ,  x = ,  y =  , z =  0m-1        (|vxy| = 3, v , and y )
If w =  0m1n0m  , n>1,  let u = 0m1n-1  , v = 1  ,  x = ,  y =  , z =  0m
(|vxy| = 1, v )
So p = 3 works.
Problem 3   (15 Points)  

Let ={0,1} and let  L = { 0m 1n 0m    |   m  ≥ 0,  n ≥ 1} as in the previous problem.
a. (8) Give the state diagram of a PDA that recognizes the language L that has as small a number of states as possible. 





        

          




 

   

       $




        

 $   




  




    


     

b. (7) Give the state diagram of the PDA that recognizes L = { 0m 1n 0m    |   m  ≥ 0,  n ≥ 1} that would result from the construction we did to show that any context free language is recognized by a PDA. 
See Theorem 2.12 (Only If) proof.




         , A    for every rule A in R





           a,a    for every a in 


    S$ 


    $
Problem 4 (15 Points)

Consider the PDA P whose state diagram is:





        

          
P



 

   







           




  




    


     

a. (3) Show that the string 01100 is accepted by this PDA, by giving a computation for this string that leads to an accept state.  Show the sequence of configurations:

(q1, 01100,  q1, 1100,  q2, 1100, 0 q2, 100, 00 q2, 00, 000
 q3, 00, 000 q3, 0, 00 q3, , 0
b. (5) What is L(P), the language recognized by P ?  Give a brief explanation.

L(P) = { 0i1j0k :  i, j, k  0, and  i + j   k    }

This is because of the order of the states, and if P reaches the accept state q3, the string read must be in 0*1*0*.  Then in state q1 P can read a 0 and push a 0 to the stack; then in q2 P can read a 1 and push a 0 to the stack; if P goes to state q3 P would have stacked i+j  0’s;  then in q3 P can read a 0 only if there is a 0 on the stack, and will pop the 0 off the stack.  If the number of 0’s k is larger than the number of stacked 0’s, P cannot complete reading the string!! 
 (7) Give the state diagram of an equivalent PDA to P that accepts its strings with an empty stack; i.e. “forces” the stack to be empty upon acceptance.
To get the equivalent PDA P’ to P as requested, P’ must “clean its stack from the extra i+j-k 0’s !!  So for that it needs to know that the stack is empty, and hence needs the marker trick ($ symbol), and needs a transition of the kind , which is added with a new cleaning state; as a possible transition rule in q3.  So P’ is 

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Refer to the Theorem 2,12 (If Part), assumption 2.

In fact here we do not need to add the cleaning state (q4 in the diagram above), and can dothe cleaning in state q3 as follows:



    


     


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Problem 5 (20 Points)
Let  = {a, b, c} and consider the language C = {ai bj ck | i j = k, and i, j, k  1}. We have seen that this language is decidable.  In this problem, we show that it is not context free by using the Pumping Theorem.

Assume it is context free, and let p>0 be the pumping length.  Consider s = ap bp cK.
a.  (1) For sC, K must be:

So the number of c’s in s is p2
Assume sC.   |s| = 2p + K > p.  So by the Pumping Theorem, we should be able to subdivide s = uvxyz, such that :
1. for each i 0, uvixyizL,

2.  |vy| > 0; i.e. either v , or y , and
3.  |vxy|  p.
We now show that this is impossible to happen.
b. (2) v cannot involve two or more of the letters {a, b, c}; it can involve only one.  Why?
Certainly v cannot involve the 3 letters, since it will have to include all the b’s, and so its length will be greater than p, violating (3) above. 

Now if it involves 2 of the letters, say a and b, then v = al bm , and so v2= al bm al bm ;  thus uv2xy2z cannot be in C since the order is violated ( the second al comes after the first bm).  Similarly if v = bl cm
c. (2) It cannot be the case that v involves a’s and y involves c’s. Why?
Since then vxy  must contain all the b’s in addition to some a’s and some c’s, violating (3).
Now look at the remaining cases, and you should show that you get a contradiction in each case by showing that uv2xy2z   is not in L.
d. (2) Case:  v = ak , y =al 

uv2xy2z = ap+k+l bp cm. and (p+k+l).p =  p2 +kp+lp  p2 .  So uv2xy2z is not in C.
e. (3) Case:  v = ak , y = bl
uv2xy2z = ap+k bp+l cm,  and (p+k).(p+l) =  p2 +kp+lp+kl  p2 .  So uv2xy2z is not in C.
f. (2) Case   v = bk , y = bl  
uv2xy2z = ap bp+k+l cm. and p. (p+k+l) =  p2 +pk+pl  p2 .  So uv2xy2z is not in C.
g. (5) Case   v = bk , y = cl  .   Note that by (3) 0   l+k   p, and by (2) 0 < l+k.  So 0   l+k   p
uv2xy2z = ap bp+k cm+l. and p. (p+k) =  p2 +pk and should be equal to the number of c’s = p2 + l .  So pk = l, which is not the case since pk > l  when k>0 (since l  p ), and if k=0 then kp=0, and cannot be equal to l, since l>0  (l+k>0). So in all cases, p. (p+k)  p2 + l .  So uv2xy2z is not in C.
h. (3) One case remains:  Case v = ck , y = cl
uv2xy2z = ap bp cm+k+l. and p. p =  p2  p2 +k+l.  So uv2xy2z is not in C.
Problem 6 (25 Points)

Consider the state following diagram of a Turing machine T (Q, , s, qaccept , qreject):
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By convention, qreject  is not shown in the diagram, as well as all arrows that lead to qreject  .
On input w T is supposed “to insert” a # at the beginning of the tape, and transforms the contents of the tape to become #w; essentially, it inserts the # symbol after “shifting” one position to the right the input w. Thus, if the starting configuration is sw, the halting configuration is qa#w  where qa is qaccept  . 
a. (3)What is the language of T ?  
L(T) =  *
b. (2) Is T a decider?
Yes… never loops
c. (3) Formally speaking, complete the following: 
Q =  {s, q1, q2, q3, q4, q5, q6, q7, q8, qaccept, qreject},   x, y
d. (2) How many transition rules are there in 
is a mapping on Qactive x where   Qactive = Q – { qaccept, qreject}.  There is a rule for every pair an active state and a symbol in the alphabet of the tape.  Now Qactive has 9 elements, and  has 6 elements.  Therefore there are 9*6 = 54 transition rules.  The diagram shows 14 of them.  Hidden are the remaining 40. 
e. (2) Complete the following: 
s, 0) = ( q1 , x, R ) ;
q6, 1) = (q2 ,  L )      


f. (3) As given,  is not accepted by T.  Suggest a small modification to that will make accepted and in this case also insert the #.  Indicate the change on the state diagram above. 
s,  ) = ( qaccept , #, L ) ………… added to the state diagram
g. (5) Trace the computation of T on the input 01, by listing the sequence of configurations.
The sequence of configurations is:
s01,   xq11,   x1q1    xq21 ,   x1q5    xq611,   q2x 1,   # q8 1, qaccept#01,  
h. (5) Give a high level description of the machine M.
M = “On input w

1.  If w = _then reject.  
2. Mark the left end of the tape by x if w starts with a 0, else by y if w starts with a 1.
3. Go right to the end of the input; then go left one character. 
4. While character is not the marked character (neither x nor y )
 Shift it one position to the right, replacing it by a blank; 

then go left 

5. When the marked character is reached, replace it (x or y) by #, and replace the blank to the right by 0 or 1, then go left, and accept.
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