
CMPS 257 – Theory of Computation
Spring 2006-07

Quiz II Solution




Problem 1 ( 20 Points) 
True or False (Circle one Letter) If true, give a proof. If false, give a counter example.

	a. (10 points)The concatenation of two context free languages is  context free.
	T


	F

	L1 and L2 are 2 CFL’s generated by CFG’s  G1=(V1, , R1, S1) and G2=(V2, , R2, S2) respectively.

Let G=(V, , R, S), where V={S}V1V2 and R={SS1S2}R1R2.  Then L(G) = L1 oL2


	b. (10 points) Turing-decidable languages are closed under union

 
	T
	F

	L1 and L2 are 2 decidable languages, and M1 and M2 be two Turing machines that decide L1 and L2 respectively.
Consider the Turing machine M defined as follows:

M = “On input w
1.  Run M1 on w. If it accepts, then accept.
2.  Run M2 on w. If it accepts, then accept.
3.  Reject”.

M  is a decider for L1  L2


Problem 2 ( 15 Points)

Consider the PDA M whose state diagram is:
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a. (9 points) What is L(M), the language recognized by M ?  Give a brief explanation.
L(M) = { 0m 1n :  m  n }

For a string to be accepted, it must be in 0*1*.  Start reading 0’s and stacking them. Then start matching a 1 that is read with a 0 that is stacked, and accept once we read all the 1’s in this manner.  We might leave some 0’s on the stack.  We cannot read the whole string if there were more 1’s than 0’s. 

Also note that  is accepted. 
b. (6 points)  Give a grammar for the language L(M).
S    0S1  | 0S | 
Problem 3 ( 20 Points)

For a PDA M= (K, , s, F ) define 
Le (M) = {w :  w drives M from s  with an empty stack to q with an empty stack, q K } 

NOTE:  q may be any state in K,  not necessarily in F, i.e. not necessarily an accept state.
 Le (M) is called the language recognized by empty store.
a. (10 points) Show that Le (M)  is context free; i.e. show that there is a PDA M’ such that 
Le (M)= L (M’) 
Let M’ be the PDA that contains M, but has in addition a new start state s’ and a new accept state f’. f’ is the only accept state in M’.  Add the following transition rules:

1. From s’ to s and push $ onto the stack

2. From any state of M to f’ , reading nothing and popping off $.


                   $



      $
   
 $

                $

i.e.  M’ =  (K’, ’’, s’, F’ ) where K’ = K  {s’, f } , ’=   {$}, F’ = {f},




’(q, a, x)  
if q K,  a and  x   

’(q, a, x)  =
(s, $)

if q = s’, a= , and x=    
 


(f, )

if q  K, a= , and x=$    
b. (10 Points) If M is the PDA of the previous problem, what is Le (M) ?  What will be the PDA M’ of part (a) above. ?
 
 Le (M) = { 0n 1n :  n  0 }…  Now to accept by empty store, the stack should become empty !!

Essentially the construction of part (a) applied to M of the previous problem leads you to :

M’
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Problem 4 ( 20 Points)

a. (4 points) In the proof of the Pumping Lemma for Context Free languages, what was the significance of choosing p = b|V|+1 ? , where b = max { |u| : A  u is a rule in R}, and V is the set of variable symbols of the CFG.
To guarantee repetition of a variable symbol at two interior nodes on one of the paths of the parse tree….

b. (10 points) Using the pumping lemma above, show that A ={ 0n#0n#0n | n 0} is not context free

Assume that A is context free, and let p be the pumping length. Let s = 0p#0p#0p. Then s  A and |s|=3p+2 > p .  So its length exceeds the pumping length, and hence it should be possible to divide it into five parts s = uvxyz, such that 

1. for each i 0, uvixyiz A,

2.  |vy| > 0; i.e. either v , or y , and
3.  |vxy|  p.
We show that such a splitting cannot happen. . i.e. pumping does not work for s. 
We consider three cases, exhausting all possibilities:

1. Neither v nor y can contain #, because otherwise, uv2xy2z will contain more than 2 #’s and hence is not in A.  So v and y can consist of 0’s only.
2. As a result, only one or two of the three 0 zones of s will contain the v and y .  Thus uv2xy2z  will affect the number of 0’s in a one or two of the 0 zones, but not the third. Hence  uv2xy2z will not be in A, contradicting the 1st of the 3 conditions above.
c. (6 Points) Show that the complement of A is context free.

A  =  { 0i#0j#0k | i,j,k 0, ij, ik, jk }   0*#0*#0*
The second language to the right is regular (being the complement of a regular language) and hence is context free.  
{ 0i#0j#0k | i,j,k 0, ij, ik, jk } = {0i#0j#0k | i,j,k 0, ij }  { 0i#0j#0k | i,j,k 0, ik }

·  { 0i#0j#0k | i,j,k 0, jk }   
Now, {0i#0j#0k | i,j,k 0, ij } = {0i#0j#0k | ij }{0i#0j#0k | ij } , 

And the languages on the right hand side can be easily proven to be context free;  e.g. a CFG that generates {0i#0j#0k | ij }, is

S    A#B

A  0A0  | A0 | 
B  0B  |   
Thus { 0i#0j#0k | i,j,k 0, ij, ik, jk }is CFL being the union of CFL’s.
Problem 5 ( 20 Points)

a. (10 Points)Give a high level description of a Turing machine T that decides A ={ 0n#0n#0n | n 0}.
T = “On input w 
1. Scan the input to make sure there are exactly two #’s
2. Zig-zag across the three zones of the input, so that for every 0 in the first zone, cross off a matching 0 from the second zone and a matching 0 from the third zone.  If matching fails in either zone, reject.
3. If there are no more 0’s in the first zone, then check that there are no remaining 0’s to the right. If there aren’t accept; otherwise, reject.”
b. (10 Points) Give the state diagram for the Turing machine of the previous part
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Convention:









Missing arrows lead to qreject
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Problem 5 (35 Points)

This problem is about enumerators.  An enumerator is essentially a Turing machine with an additional “output tape” and an attached printer ! 











    output tape










  Printer












 










         work tape

It runs like a TM, but might also print a string during a transition.  While it runs, it prints a list of strings. It starts with an empty list. Then as it runs it adds strings (one string at a time) to the list.  Since it may not halt, it may print an infinite list of strings!  The language enumerated by E is the collection of all the strings it eventually prints out.  The strings of the language may be generated in any order and some of the strings may be printed more than once.

The computation of an enumerator E is similar to the TM, except for the following points.  It has two tapes, a work tape, and a print or output tape (accumulator), both initially blank. At each step, the machine will add c from to the output tape, as determined by : If (q,a)= (p, b, L, c), it means that in state q, reading a, E enters state p, writes b on its work tape (overwriting the a), moves the work tape head left (or right if L had been R), and writes c on the next available cell of its output tape, and moves the output tape head to the right if c .  
Whenever state qprint is entered, the content of the output tape is printed at the printer, and the output tape is reset to blank, with its head returning to the left-hand end.  The machine halts if state qaccept is entered.  A formal definition of an enumerator may be the following:
DEFINITION 3.1 ……………………………………………..

An enumerator is a 7-tuple (K, , s, qprint, qaccept) where:

1. K is a finite set of states, 

2.   is a finite alphabet, (work tape alphabet), where 
 

3.   is a finite alphabet, (output tape alphabet), 

4. : (K- { qaccept })K {L,R} is the transition function 

5. sQ is the start state,

6. qprint Q is the print state, and,

7. qaccept Q is the accept state,where qprint  qaccept . 

The language of the enumerator is defined as follows:
L(E) = {w * | w appears on the output tape if qprint is entered}

A configuration is the same as the configuration for a Tm with the addition of the content of the output tape: ( uqv, x), where qK, u, v* and uqv is the configuration as defined for a Turing machine, and x* is the content of the output tape.  So the starting configuration for the empty string is (s, )
Now, consider the enumerator E, where = {0,1,$,  },and= {0,1}, whose state diagram is as follows:
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We note that qaccept is not shown, because it is irrelevant .In addition there are “missing arrows”, in the sense that the corresponding rules are immaterial… (e.g. a rule for s, 0  or s ,1, etc…
a. (5 Points) Complete the table below, by giving the following 10 configurations in the computations of E. (The first four configurations are given !!)   


	 ($101q5, 
	 ($10q21,  
	($1q200, 
	($q3110, 
	(q3$110, 
	($q4110, 
	($1q410, 1

	($11q40, 11
	($110q4, 110
	($110qprint, 
	($110q5, 
	($11q20, 
	($1q311, 
	($q3111, 


b. (5 Points) Complete the table below, by giving the following 10 configurations in the computations of E. (The first four configurations are given !!)   


	 ($11q5, 
	 ($1q21,  
	($q210, 
	(q2$00, 
	($q600, 
	($0q60, 
	($00q6, 

	($00q30, 
	($0q300, 
	($q3000, 
	(q3$000, 
	($q4000, 
	($0q400, 0
	($00q40, 00


c. (10 Points) What is the language enumerated by the given enumerator, if E is started with an empty work tape, and in what order are its strings printed ? Briefly explain.

L(E)  =  * - {}
Printed in lexicographic order
d.  (5 Points) What is the purpose of the part [q2 to q6 to q3 ] in E ?
Once the contents of the work tape is a string of all 1’s, say k 1’s, change them all to 0’s in q2  and then (upon reaching the left end of the tape) switch to state q6 where an extra 0 is added to the right (in place of the first blank symbol) to have on the tape now k + 1 0’s  (So essentially get the next string in lexicographic order !!)
e. (5 Points) What is the purpose of the part [q4 to q5 ] in E ?
To copy the contents of the work tape to the output tape and then print 
f. (5 Points) Give a high level description of E when started on an empty work tape.
E = “Ignore the input: 
1. Starting with the empty tape, repeat the following

2.            Generate the next string in lexicographic order on the work tape
3.            Copy the string to the output tape

4.            Print”
Use for Scratch work.
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